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Abstract—Business and Mission critical communication (MCC)
is a major communication paradigm that is used by public
agencies, e.g., during emergency situations, or critical infras-
tructure companies, e.g., airports, transportation, etc. MCC has
very stringent requirements in terms of reliability, coverage and
should offer group communications. Coordinated Multimedia
Multicast/Broadcast single frequency network (MBSFN) is con-
sidered as a potential technology for MCC as it benefits from
increased coverage and inter-cell interference mitigation. In this
paper, we propose multi-input-multi-output (MIMO) multimedia
MBSFN system design wherein each base station (BS) of a
coordinated cluster multicasts a common message to all the users
in a group. We use a greedy algorithm to dynamically form the
cluster of synchronized BSs for optimal utilization of resources
within an MBSFN. We assume the availability of perfect channel
state information (CSI) knowledge and jointly obtain the optimal
precoder and receive filters by minimizing the overall sum-mean-
square-error (sum-MSE) constrained over the total transmit
power. We further extend the proposed design to a robust case
by considering the imperfections in available channel knowledge
and obtain the transceiver matrices that are resilient to channel
errors. We also present both the joint and robust system
design for Single-Cell point-to-multipoint (SC-PTM) which is an
alternative solution to MBSFN in MCC. Numerical results show
the effectiveness of the proposed network architecture for future
mission critical communication. Furthermore, the comparison
results show that the proposed robust design demonstrate better
performance and is resilient to the presence of CSI errors.

Keywords—mission-critical communication, dynamic cluster-
ing, MBSFN, SC-PTM, robust transceiver, imperfect CSI.

I. INTRODUCTION

Disaster relief teams require a reliable and efficient com-
munication source during emergency circumstances like fire,
ambulance services, natural calamities or terror attacks, known
as mission critical communication (MCC). Business critical
communications relate to communications between employees
of critical infrastructures like airports, transportation networks,
and energy operators, and have similar constraints as MCC.
Two important requirements for MCC are indeed enhanced
coverage and reliable group communications [1], [2]. In or-
der to achieve these goals, coordinating MIMO-equipped BS
transmissions within a cluster to serve a group of users in
multicast is one of the standard approaches. In this paper, we
thus propose a MIMO transceiver design for a cluster that
allows both multicast and reliable communications for MCC.
In the literature, several research efforts have been undertaken
to design transceivers in a multicast scenario [3], [4]. For

instance in [3], authors have proposed a linear precoder design
over instantaneous rate maximization for multicasting system
by using a cyclic alternating ascend based algorithm. A relay-
assisted MIMO precoder design for a multicast system have
been proposed in [5]. Precoder for multi-group multicasting
systems have been discussed in [6], [7]. However, all these
works consider a single transmitting BS, while in MCC,
clusters of BSs are coordinating to serve common data to all
group users. Also as reliability is a major concern in MCC,
transceiver designs considering rate-maximization optimiza-
tion problem do not provide the best solution in MCC. Hence,
we propose to design the MIMO transceivers by minimizing
the sum-mean-square-error (sum-MSE) over all the group
users in the network.

To further improve the robustness of the transmission, it is
important to design schemes that are resilient to imperfect CSI
estimation. Note that above references assume the availability
of perfect CSI, while its estimation may be corrupted by
various factors such as estimation error, feedback delays, quan-
tization errors, pilot contamination, etc. Effect of imperfect
CSI on the performance of MIMO systems is discussed in
[8], which shows that transceivers that are designed assuming
the availability of perfect CSI are not likely to achieve the
desired performance in the presence of CSI errors. Robust
design is addressed in the literature mostly for unicast or relay-
assisted communications, see e.g. [9], [10]. Only one reference
is dealing with robust multicast [11]. In this paper, we extend
these results to multiple clustered BSs in order to improve the
reliability of MCC systems.

At system level, the way clustering of BSs is performed
plays a crucial role on the system performance. There are two
classical limit cases for clustering. On one hand, in Multimedia
Multicast/Broadcast single frequency network (MBSFN) [12],
all BSs of a large synchronization area participate to the
transmission and use the same radio resources. On the other
hand, in Single-Cell point-to-multipoint (SC-PTM), introduced
in Release 13 of 3GPP [13], each BS serves the group of users
under its coverage area by using independent radio resources.
MBSFN offers the best coverage at the cost of system capacity,
while SC-PTM achieves the contrary [14]. Dynamic clustering
offers a good trade-off to optimally utilize radio resources and
achieve high reliability, as only the best BSs are activated to
serve the group users [15], [16]. The performance of SC-PTM
and MBSFN has been discussed in literature and recent 3GPP
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Fig. 1. Network model: White cells are part of MBSFN synchronization
area. Cell borders are represented using Voronoi tessellation. Black hexagons
represent UEs of a group. A group of users is served by a cluster of cells in
blue of the synchronization area (connected with dotted lines).

reports [17]. However, system level performance has not been
evaluated in conjunction with robust MIMO transceiver design.

The remainder of this paper is organized as follows. Sec-
tion II describes the network and transceiver model. The
proposed sum-MSE-based transceiver design for MCC is
discussed first with perfect CSI in Section III-B and then
with imperfect CSI in Section III-C. Section IV presents the
simulation results and finally Section V concludes the paper.
Notations: Throughout this paper, we use bold-faced lowercase
letters to denote column vectors and bold-faced uppercase
letters to denote matrices. For any matrix X, tr(X), E{X},
XH , and XT denote trace, expectation, conjugate transpose,
and transpose operator, respectively.

II. NETWORK AND TRANSCEIVER MODEL

A. Network Model

We consider multi-user MIMO-downlink communication
scenario with clustering to support group communication in
MCC as shown in Fig. 1. There is a set of B BSs operating
at the same frequency and serving groups of users. All these
BSs are synchronized and form a MBSFN synchronization area
(white cells in Fig. 1). All the (grey) cells outside this area
are co-channel interferers. For a given group, a subset of BSs
C ⊆ B (blue cells) form a coordinated cluster to multicast a
common data to all group users using the same time-frequency
radio resources. In MBSFN, the cluster is formed by the whole
synchronization area, i.e., B = C. In SC-PTM, all BSs use
independent radio resources to serve the set of users located
in their cell area using a multicast transmission, i.e., |C| = 1.
All BSs thus interferes each others. In dynamic clustering,
C is dynamically chosen for every group and is a subset of
B. In this paper, we adopt the greedy algorithm for dynamic
clustering, which is well studied in the literature [15] and is
detailed in Algorithm 1.

B. Transceiver Model

We focus here on the transmission between a set of K1 BSs
which form the cluster C to serve K2 group users, see Fig. 2.
Every BS in the cluster is equipped with NT transmit antennas
and user equipments (UEs) have NR receive antennas. Let Pi

Algorithm 1: Greedy Clustering
1: Input: Locations of BSs and group users,

U ≤ |B|: maximum cluster size
2: Init: C ← ∅
3: for Every user do
4: Find the BS i providing the highest receive power
5: C ← C ∪ {i}
6: end for
7: if |C| < U then
8: Find the set CU of U − |C| BSs maximizing the sum

SINR for group users
9: C ← C ∪ CU

10: end if
11: return C

be the total transmit power of the i-th BS. All the K1 BSs
multicast a common data sequence to be received by all the
K2 users. This data sequence is transmitted using Ns parallel
data streams. Let the signal transmitted by each BS in a single
time slot be denoted by an Ns-dimensional column vector d.
Data symbols are uncorrelated so that E[ddH ] = I. We assume
linear transmit precoding at the BSs and linear receive filtering
at the UEs. The precoded data xi transmitted by i-th BS is
given by Vid, where Vi is the NT×Ns precoder matrix at the
i-th BS. Let the data received by the k-th UE be denoted by yk,
which is further processed by a Ns×NR RF beamformer Rk

in order to obtain the desired estimate d̂k of the transmitted
data. The estimate of the transmitted data at user k can now
be given by:

d̂k = Rkyk

= Rk

(
K1∑
i=1

αikCikVid+ nk

)
, (1)

where Cik and αik are the NR×NT channel gain due to fast
fading and the distance dependent path-gain including shadow-
ing between the i-th BS and the k-th user respectively, and nk

is the random noise vector at receiver k. We assume that the
channel is modelled as a quasi-static Rayleigh fading channel,
which is assumed to remain static over one time slot. Random
noise is a circularly symmetric complex Gaussian white noise
with zero mean and covariance matrix E[nkn

H
k ] = σ2

nk
I.

Noise and data are uncorrelated so that E[dnH
k ] = 0.

III. TRANSCEIVER DESIGN FOR MCC
A. Problem Formulation

In this section, we derive the precoder and receive filter
matrices Vi and Rk by formulating a joint optimization
problem that minimizes the sum mean-square-error under the
constraint of each BS transmit power:

min
{Vi},{Rk}

∑K2

k=1 MSEk =
∑K2

k=1 E{∥d̂k − d∥2}, (2)

s.t. tr(ViV
H
i ) ≤ Pi, i = 1, ...,K1, (3)

where expectation is taken over data, channels, noise and
estimation errors. Note that this problem is jointly non-convex
in the Vi and Rk [18]. We look for a local optimum for this
problem by first assuming the availability of perfect CSI and



Fig. 2. MIMO-based transceiver model for K1 BSs in a cluster serving a
group of K2 UEs in an MCC network.

then introduce estimation errors to obtain a robust transceiver
design.

B. Transceiver Design with Perfect CSI

In this section, perfect CSI is assumed to be available at both
the transmitters and receivers. This can possibly be achieved
by exploiting the reciprocity of the channel or by feedback.
The MSE at user k can be given as:

MSEk = E{∥d̂k − d∥2}

= E
[
tr
(
Rk

K1∑
i=1

αikCikVid+Rknk − d
)

(
Rk

K∑
i=1

αikCikVid+Rknk − d
)H]

= tr

(
Rk

K1∑
i=1

α2
ikCikViV

H
i CH

ikR
H
k + σ2

nk
RkR

H
k

−
K1∑
i=1

αikV
H
i CH

ikR
H
k −Rk

K1∑
i=1

αikCikVi + I

)
.

(4)
Proposition 1: With perfect CSI, the optimal transmit pre-

coders and receive filters verify the following equations:

Vi =
[ K2∑
k=1

α2
ikC

H
ikR

H
k RkCik + λiI

]−1
K2∑
k=1

αikC
H
ikR

H
k ,(5)

Rk =

K1∑
i=1

αikV
H
i CH

ik

[K1∑
i=1

α2
ikCikViV

H
i CH

ik + σ2
nk
I

]−1

(6)

where λi ≥ 0 is a Lagrangian multiplier, which should be
chosen so that:

tr(Vi(λi)
HVi(λi)) = Pi. (7)

Proof: See Appendix A, with χ = 0.
It can be observed that equations (5) and (6) are inter-
dependent and also depend on the Lagrange multipliers.

Hence, we use an iterative coordinate descent method to obtain
the values of each variable as given in Algorithm 2.

Algorithm 2: Iterative Procedure to obtain Transceiver
Filters

1: Input: θ, K1, K2, Cik, αik, σnk
, Pi, i = 1, ...,K1,

k = 1, ...,K2

2: Init: randomly generate Vi, i = 1, ...,K1, MSEo ← 0,
MSEn ← 0

3: repeat
4: MSEo ← MSEn

5: Update Rk using Vi and (6)
6: Update λi by injecting (5) in (7) and solving in λi

7: Update Vi using λi and Rk using (5)
8: Compute MSEn using Vi, λi and Rk and (4)
9: until MSEn −MSEo ≤ θ

C. Robust Transceiver Design

In order to mitigate the effect of CSI errors, we propose
a robust transceiver design by considering the CSI errors in
the channel, assuming that these errors are stochastically dis-
tributed Gaussian random variables with known error variance.
We incorporate CSI error in the optimization problem to obtain
a robust design. Let the CSI error variance be σ2

E . Thus, the
channel for the robust transceiver design can be given as:

C = Ĉ+∆, (8)
where Ĉ is the estimated channel and ∆ ∼ N (0, σ2

E). The
received signal at user k is now given as:

yk =

K1∑
i=1

αik(Ĉik +∆ik)Vid+ nk, (9)

and the estimate of transmitted data at k-th receiver is:

d̂k = Rk

K1∑
k=1

αik(Ĉik +∆ik)Vid+Rknk. (10)

Hence, the MSE for k-th user can be written:

MSEk = E{∥d̂k − d∥2}

= E
[
tr
(
Rk

K1∑
i=1

αik(Ĉik +∆ik)Vid+Rknk − d
)

(
Rk

K1∑
i=1

αik(Ĉik +∆ik)Vid+Rknk − d
)H]

= tr
(
Rk

K1∑
i=1

α2
ik(ĈikViV

H
i ĈH

ik)R
H
k + σ2

nk
RkR

H
k

−
K1∑
i=1

αikV
H
i ĈH

ikR
H
k −Rk

K1∑
i=1

αikĈikVi + I
)
+

E
[
tr
(
Rk

K1∑
i=1

α2
ik∆ikViV

H
i ∆H

ikR
H
k

)]
. (11)

Now, for any matrix X with E{XXH} = σ2I, and matrices
U and V of appropriate dimensions, the following equality
holds [9]:

E[tr(XUXHV)]=E[tr(XHVXU)] = σ2tr(U)tr(V). (12)
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Fig. 3. BER Vs SNR in dB for different transceiver schemes.

Incorporating this result into (11), the robust MSE at user k
can be given as:

MSEk = tr

(
Rk

K1∑
i=1

α2
ikĈikViV

H
i ĈH

ikR
H
k + σ2

nk
RkR

H
k −

K1∑
i=1

αikV
H
i ĈH

ikR
H
k −Rk

K1∑
i=1

αikĈikVi + I

)
+

K1∑
i=1

α2
ikσ

2
Eiktr

(
RjR

H
j

)
tr
(
ViV

H
i

)
. (13)

We consider the similar optimization problem as in previous
section, i.e., (2) and (3).

Proposition 2: In presence of Gaussian errors on channel
estimation, the optimal transmit precoders and receive filters
verify the following equations:

Vi =
[ K2∑
k=1

α2
ikĈ

H
ikR

H
k RkĈik +

K2∑
k=1

α2
ikσ

2
Eiktr

(
RH

k Rk

)
I

+λiI
]−1 K2∑

i=1

αikĈ
H
ikR

H
k , (14)

Rk =

K1∑
i=1

αikV
H
i ĈH

ik

[K1∑
i=1

α2
ikĈikViV

H
i ĈH

ik +

K1∑
i=1

α2
ikσ

2
Eik

tr(ViV
H
i )I+ σ2

nk
I

]−1

. (15)

where λi ≥ 0 is a Lagrangian multiplier, which should be
chosen so that:

tr(Vi(λi)
HVi(λi)) = Pi. (16)

Proof: See Appendix A, with χ = 1.
Again, we can find the precoders and filter matrices using the
same iterative approach given in Algorithm 2.

IV. SIMULATION RESULTS

In this section, we illustrate the performance of the pro-
posed MCC system design. We first study the physical layer
performance and then perform system level simulations.
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A. Physical Layer Simulation

We compare the performance of proposed robust and non-
robust sum-MSE-based transceiver designs in terms of BER
and sum-MSE, averaged over all the UEs. We consider K1 = 4
BSs serving K2 = 16 group users. The transmit power
associated with each BS is assumed to be Pi = 46 dBm,
i = 1, 2, ..,K1 and noise variance at all the receiving nodes
is set to σ2

nk
= Pi/SNR, k = 1, 2, ..,K2, where SNR is

varied in simulations. QPSK modulation scheme is assumed
for generation of data and all the simulations have been tested
for N = 106 data samples. The convergence threshold θ
considered for the proposed iterative algorithm in Algorithm 2
is 10−4. In order to incorporate the robustness in the system
design, we consider the channel estimation errors variance to
be σ2

E ∈ {0.04, 0.05, 0.15, 0.25} during the simulation.
In Fig. 3, we evaluate the BER versus SNR for different

values of σ2
E while considering NT = 8, NR = 4, Ns = 2,

σ2
E ∈ {0.04, 0.25} for proposed optimal robust and non-robust

transceiver designs in comparison with classical zero forcing
and matched filter receiver. It is observed that the proposed
schemes achieve lower BER as compared to classical schemes
for complete range of SNR. Moreover, the proposed robust
scheme demonstrates better performance than that of the non-
robust scheme. With simulation parameters set as NT = 8,
NR = 4, Ns = 2, σ2

E ∈ {0.05, 0.15, 0.25} in Fig. 4, we
compare the proposed transceiver designs in terms of average
sum-MSE performance versus SNR in the presence of CSI
errors and observe that the robust design achieves lower sum-
MSE as compared to the non-robust design. It is seen that
the difference between the performance of both the designs
increases with increasing error variance. Hence we observe the
robustness of the proposed robust design towards CSI errors.
Fig. 5 depicts the effect of varying transmit antennas in terms
of BER performance for the proposed robust and non-robust
transceiver designs for NR = 4, Ns = 2, and σ2

E = 0.04.
It is observed that the system performance improves with
increasing number of transmit antenna’s, hence making it
amenable for MIMO implementation.
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B. System Level Simulation

In this subsection, we simulate our transceiver design at
system level. We consider 100 BSs which are distributed over
an area of 10 km2, drawn according to a Poisson process. The
synchronization area is made of 20 BSs (see Fig. 1). Cell edges
are obtained from the Voronoi tessellation. We assume 10 UEs
per cell which are also distributed according to a Poisson
process. The path loss between BSs and UEs is calculated
as per Okumura-Hata model using a carrier frequency of
700 MHz as given in [19] (a typical frequency for MCC).
The noise power considered at the UEs is assumed to have
both thermal noise and co-channel interference from other BSs
outside the cluster. Throughout the simulations, we consider
NT = 16, NR = 8, Ns = 2, σ2

E = 0.1 and Pi = 46 dBm,
i = 1, 2, ..,K1. We select K2 = 10 group users by first
choosing uniformly random in the synchronization area a team
leader for the group and afterwards select the remaining group
users within its distance range of 500 m uniformly random.
All the simulations are executed over 106 data streams.

In Fig. 6 we show the Cumulative Distribution Function
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Fig. 7. CDF of the BER for MBSFN, SC-PTM and dynamic greddy
clustering.

(CDF) of the BER at every user for different transceiver
schemes where the CDF is obtained by averaging over 100
different groups for all the group users. It is observed that the
proposed robust scheme achieves significantly lower BER as
compared to all other schemes. For instance at BER threshold
of 10−2, the performance of matched filter saturates with more
than 90% of users having higher than 10−2 BER, while in
case of zero forcing receiver about 68% of users do not meet
the threshold. The proposed designs are observed to perform
much better with only 35% and 10% users below the desired
threshold in case of non-robust and robust transceiver designs
respectively. In Fig. 7, we compare the CDF of the BER
for MBSFN (equivalent to dynamic greedy clustering with
U = 20), SC-PTM (U = 1) and dynamic greedy clustering
with U ∈ {5, 10} with the proposed robust transceiver scheme.
We see that the more BSs are involved in the transmission,
the better is the performance. Higher cluster sizes imply
however less capacity for the whole system. In terms of
coverage, MBSFN thus performs the best, SC-PTM the worst
and dynamic greedy clustering is a trade-off.

V. CONCLUSION

In this paper, we propose a MIMO transceiver design for
MBSFN, SC-PTM, and dynamic clustering, serving group of
users in a MCC scenario. A sum-MSE minimizing optimiza-
tion problem is formulated under a constraint on total transmit
power for the precoder and receive filter design. We assume
the availability of perfect CSI knowledge at all the coordinated
BSs and UEs in a group and obtain the optimal transceiver
matrices. We adopt a greedy algorithm to obtain a cluster of
coordinated BSs which operate in synchronization with each
other and serve users in a group, hence reducing the overall
resource utilization in MCC. We also propose a robust system
design by assuming imperfect CSI. We model the errors in the
available CSI as stochastic errors with known error variance
where probability distribution of the CSI error is Gaussian.
We compare the performance of all the proposed designs
for different values of system parameters in MCC scenario.
Simulation results illustrate that the proposed system design



outperforms the existing designs in literature. Furthermore, the
proposed robust system demonstrates improved performance
over non-robust design in the presence of CSI errors.

APPENDIX A
PROOF FOR PROPOSITION 1 AND PROPOSITION 2

In this section we present a generalized solution for both
the proposed schemes as discussed in Section III-B and III-C.
We reformulate the optimization problem defined in (2) and
(3) as a generalized Lagrangian solution L by introducing a
binary slack variable χ to maintain the generality between both
the propositions. We consider χ = 1 for robust solution and
χ = 0 otherwise. Thus the generalized Lagrangian L for the
optimization problem is given as:

L(Vi,Rk, λi) =

K2∑
k=1

MSEk +

K1∑
i=1

λi(tr(V
H
i Vi)− Pi)

=

K2∑
k=1

(
tr
(
Rk

K1∑
i=1

α2
ikĈikViVH

i ĈH
ikR

H
k + σ2

nk
RkR

H
k −

K1∑
i=1

αikV
H
i CH

ikR
H
k

)
−Rk

K1∑
i=1

αikCikVi + I+ χ

K1∑
i=1

α2
ikσ

2
Eik

tr
(
RkR

H
k

)
tr
(
ViV

H
i

))
+

K1∑
i=1

λi(tr(V
H
i Vi)− Pi), (17)

We obtain the desired precoder and receive filter matrices by
minimizing the Lagrangian with respect to each dependent
variable. We first minimize the Lagrangian for {Vi} while
keeping {Rk} and {λi} fixed. Thus, by taking the zero-
gradient of (17) w.r.t. VH

i we get:

∂L

∂VH
i

=

K2∑
k=1

α2
ikĈ

H
ikR

H
k RkĈikVi −

K2∑
k=1

αikĈ
H
ikR

H
k +

χ

K2∑
k=1

α2
ikσ

2
Eiktr

(
RkR

H
k

)
Vi + λiVi = 0,

=⇒ Vi =
( K2∑

k=1

α2
ikĈ

H
ikR

H
k RkĈik + χ

K2∑
k=1

α2
ikσ

2
Eik

tr
(
RH

k Rk

)
I+ λiI

)−1
K2∑
k=1

αikĈ
H
ikR

H
k . (18)

In the same way, we differentiate the Lagrangian with respect
to RH

k while keeping {Vi} and {λi} fixed and setting it to
zero, we get:

∂L

∂RH
k

= Rk

K1∑
i=1

α2
ikĈikViVH

i ĈH
ik −

K1∑
i=1

αikV
H
i CH

ik +

σ2
nk
Rk + χ

K1∑
i=1

α2
ikσ

2
Eiktr(ViV

H
i )Rk = 0. (19)

By solving, we have:

Rk =

K1∑
i=1

αikV
H
i ĈH

ik

[K1∑
i=1

α2
ikĈikViV

H
i ĈH

ik +

χ

K1∑
i=1

α2
ikσ

2
Eiktr(ViV

H
i )I+ σ2

nk
I

]−1

. (20)

We thus obtain a set of necessary conditions for optimality.
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